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Energy flexibility, defined as the property of
a building to be optimally operated
according to forcing external variables,
occupant comfort and grid needs, is
becoming an emerging requirement.
Adaptive and predictive optimal control (e.g.
Reinforcement Learning) provides powerful
opportunities for leveraging building
properties, storage systems and renewable
energy sources to enhance energy flexibility
during operation.
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The entire process was developed in an integrated simulation environment combining
EnergyPlus and Python. Through this environment is possible to overcame EnergyPlus
limitations in simulating advanced control logics.
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Control Action

Results of the application of RL Control vs Rule-Based Control
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In the RL framework applied to HVAC control
an agent (e.g. a control module linked to
building management system running in the
cloud) performs an action (e.g. turning on
the heating system) when the environment
(e.g. a building thermal zone) is in a state
(e.g. the building is occupied, and the indoor
temperature is below the desired setpoint)
and receives a reward (e.g. the consumption
of the heating system) which represents
how much the agent is performing well by
taking that action in that state with respect
to the control objective.
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Summary of adaptability tests results as a function of different hyperparameter configurations.

Base Case Increased Indoor Setpoint Modified Occupancy Schedule

States

• Air Temperature
• Direct Solar Radiation

• Distance between actual 
temperature and setpoint

• Occupancy Flag
• Time To Occupancy

• Supply Water Temperature
• Return Water Temperature
• Thermal Energy for Heating
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Building

HVAC

A Deep-RL agent was implemented in a simulated office building located in Turin. The main
challenge is to design a robust agent capable to adapt to flexible indoor conditions such as
variable occupancy patterns and indoor temperature setpoint requirements.
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